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Answer any 5, each question carries 10 marks.
Kindly ensure your writing is clear and if you are using any results please provide as

many details as you can.

1. (a) Suppose F is a sigma-algebra on X. Determine if each of the following
statements is true or false, and explain your reasoning. [5]

i. Let T : X → Y be a function. The collection G1 := {T (A) : A ∈ F}
forms a sigma-algebra on Y .

ii. Let T : Y → X be a function. The collection G2 := {T−1(A) : A ∈ F}
is a sigma-algebra on Y , where T−1(A) = {y ∈ Y : T (y) ∈ A}.

iii. It is impossible to have exactly 101 elements in any sigma-algebra.

(b) Let τ be a topology on a set X, and let A = A(τ) be the algebra generated
by τ . Show that A consists of subsets of X that can be expressed as finite
unions of sets of the form F ∩ V , where F is closed and V is open. [5]

2. (a) Let Y be a random variable on a probability space (Ω,F ,P) and let
G,be a sub-sigma algebra of F . If EY 2 < ∞, then show that V ar(Y ) =
V ar(E(Y |G)) + E(V ar(Y |G)). [5]

(b) LetX be an Exponential(1) random variable. For t > 0, let Y1 = min{X, t}
and Y2 = max{X, t}. Find E(X | Yi) for i = 1, 2. [5]

3. (a) Let 0 ≤ X1 ≤ X2 ≤ . . . be random variables with E[Xn] ∼ anα for some
a, α > 0, and Var(Xn) ≤ bnβ where β < 2α and b is a finite constant.
Then, show that Xn

nα
→ a a.s. [5]

(b) Let Xn be independent Poisson random variables with E[Xn] = λn, and let
Sn = X1 + · · ·+Xn. Show that if

∑∞
n=1 λn =∞, then Sn

E[Sn] → 1 a.s. [5]

4. (a) Flip a fair coin 200 times. Estimate (i) the probability of getting more
than 60 heads, (ii) the probability of getting between 50 and 80 heads. [4]

(b) Let {Xn}n≥1 be a sequence of random variables such that for n ≥ 1,
Xn ∼ Poisson(λn), where λn ∈ (0,∞). Define Yn = Xn−λn√

λn
for n ≥ 1. If

λn →∞ as n→∞, then Yn
d−→ N(0, 1). [6]
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5. Let µn ∈ Prob(R,B(R)), and let µ be a finite Borel measure on R. Let Fn(t) =
µn(−∞, t] and F (t) = µ(−∞, t]. Then µn → µ vaguely if and only if Fn(b) −
Fn(a)→ F (b)− F (a), ∀a, b ∈ Cont(F ). [10]

6. (a) Suppose that µ, ν, and γ are probability measures on (Rn,B(Rn)). Show
that dTV (µ∗ν, µ∗γ) ≤ dTV (ν, γ), where dTV (µ, ν) := supA∈B |µ(A)− ν(A)|
is the total variation distance. Using this fact show that

dTV (µ1 ∗ µ2 ∗ · · · ∗ µn, ν1 ∗ ν2 ∗ · · · νn) ≤
n∑
i=1

dTV (µi, νi)

for all choices of probability measures µi and νi on (Rn,B(Rn)). [5]

(b) Let {Zi}ni=1 be independent Bernoulli random variables with P (Zi = 1) =
pi ∈ (0, 1) and P (Zi = 0) = 1 − pi. Define S := Z1 + · · · + Zn, a :=
p1 + · · ·+ pn, and X ∼ Poi(a). Then, dTV (Sn, X) ≤

∑n
i=1 p

2
i . [5]

7. Consider the following transition diagram of a Markov Chain {Xn}n≥0, on state
space S = {1, 2, 3, 4, 5, 6, 7, 8}
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Then,

(a) Write the transition matrix and identify the classes.

(b) Determine the transient and recurrent states and then write the canonical
form of transition matrix.
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